
Transactions in GIS. 2023;00:1–25. wileyonlinelibrary.com/journal/tgis   | 1© 2023 John Wiley & Sons Ltd.

Received: 28 April 2023  |  Revised: 18 July 2023  |  Accepted: 26 July 2023

DOI: 10.1111/tgis.13095  

R E S E A R C H  A R T I C L E

DeepIndoorCrowd: Predicting crowd flow in 
indoor shopping malls with an interpretable 
transformer network

Chen Chu1,2 |   Hengcai Zhang1,2  |   Peixiao Wang1  |   Feng Lu1,2

1State Key Laboratory of Resources and 
Environmental Information System, Institute 
of Geographic Sciences and Natural 
Resources Research, Chinese Academy of 
Sciences, Beijing, China
2College of Resources and Environment, 
University of Chinese Academy of Sciences, 
Beijing, China

Correspondence
Hengcai Zhang, State Key Laboratory of 
Resources and Environmental Information 
System, Institute of Geographic Sciences 
and Natural Resources Research, Chinese 
Academy of Sciences, Beijing 100101, 
China.
Email: zhanghc@lreis.ac.cn

Funding information
National Key Research and Development 
Program of China [grant number 
2021YFB3900803]

Abstract
Accurate and interpretable prediction of crowd flow 
would benefit business management and public security. 
The existing studies are challenged to adapt to the indoor 
environment due to its complex and dynamic spatial in-
teraction patterns. In this study, we propose a crowd flow 
predicting method for indoor shopping malls, which si-
multaneously features temporal variables and semantic 
factors to suit the shopping mall environment. A deep 
learning model named DeepIndoorCrowd is presented. 
The model aims at capturing temporal dependencies and 
the semantic pattern in crowd flow to generate an accu-
rate multi- horizon prediction. With a multi- term temporal 
dependency capturing structure, the model is effective 
in learning both daily and weekly patterns of the indoor 
crowd flow in a shopping mall and is able to provide the 
temporal interpretation of the prediction result. Moreover, 
a semantic- temporal fusion module is introduced to utilize 
the semantic information of stores in prediction, which has 
proved to be effective in enhancing the model's ability to 
learn temporal patterns. Experiments were conducted on 
a real- world dataset to verify the proposed approach. The 
ablation study demonstrates that the DeepIndoorCrowd 
can effectively improve the efficiency and accuracy of the 
prediction up to 18.7%. In addition, some interesting in-
door crowd flow patterns were discovered by analyzing 
the model's interpretation of the prediction result. The 
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1  | INTRODUC TION

Crowd flow prediction is of great importance to city management (Zheng et al., 2014). Many fatal stampedes have 
occurred in public areas with high population densities, such as malls and tourist attractions. For example, the 
Seoul Halloween crowd crush in October 2022 led to 153 fatalities during Halloween celebrations when crowds 
surged through a narrow alleyway. It is even worse in indoor environments. Recently, the boosting of indoor 
human mobility datasets has made it possible to monitor people's mobility and predict future positions in any 
circumstance, with the rapid development of indoor positioning techniques, such as Wi- Fi (Hosseini et al., 2021; 
Liu et al., 2020), and Bluetooth (Wang et al., 2013). Indoor crowd prediction has attracted many concentrations 
among all applications due to its high commercial value and variety of applications, including managing special 
events and enhancing public safety (Zhang et al., 2023).

Although plenty of research has been carried out based on indoor location data and prediction models, includ-
ing detecting high- density crowd regions (Georgievska et al., 2019; Wang, Gao, et al., 2020) and modeling indoor 
human mobility (Liu et al., 2022; Trivedi et al., 2021), indoor crowd flow prediction is still challenging because 
of the following characteristics of the indoor environment. (1) The crowd flow fluctuates greatly during indoor 
places' opening and closing hours. Most indoor places are managed manually, and their crowd flow variations are 
extremely sharp. (2) The crowd's transfer pattern varies significantly at different times of the day. The transition 
flow between indoor places during mealtime and the afternoon could be reversed. It requires both long- term 
patterns and short- term adjustments to achieve timely prediction. (3) Complex obstacles and walls in indoor en-
vironments make the environment hard to be divided into regular partitions. This restriction limits the application 
of many mature prediction models.

In addition, semantic information is often neglected by existing crowd flow prediction models. Unlike city- 
wide prediction, indoor space is artificially partitioned, and each location is used for a single purpose. The daily 
customer flow of an indoor shopping mall is made up of customers that are different groups of people attracted 
by the same attribute of the store. Hence, factors like the type of business, location, average consumer pricing, 
etc., determine an indoor store's crowd flow pattern. Semantic information is the most important factor in crowd 
flow prediction and pattern extraction (Wang, Wang, et al., 2019; Wang, Wu, et al., 2019; Zhu et al., 2021). To 
illustrate the effect of semantic features, an example is given to show how semantic information affects crowd 
flow. We normalize the daily crowd flow of each store to a 0 to 1 range. Then we apply the K- Means clustering 
algorithm to group all stores into two clusters. The average series of each cluster is shown in Figure 1. There are 
two different crowd flow patterns in all stores. Combined with the store's floor and the store's serving type, in 
crowd flow pattern 1, about 80% of stores serve as a restaurant. The emergence of the double peaks pattern can 
be interpreted as the assembling of customers during meal time. This connection between the store type and 
crowd flow peaks proves the importance of semantic attribute features in flow prediction and the similarity in 
flow variation serves as prior knowledge of flow patterns, which assists the model in predicting crowd flows in 
stores of the same type.

In this research, we propose a deep learning model named DeepIndoorCrowd to achieve an accurate and inter-
pretable prediction of indoor crowd flow. With a semantic and temporal features fusion module (STF), the Deep-
IndoorCrowd introduces the semantic information of indoor stores into prediction. The ablation study proves 

proposed prediction method provides an intuitive way of 
modeling indoor crowd flow, and the experiment's out-
come can help indoor managers better understand stores' 
flow traffic.
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    |  3CHU et al.

that this enhances the model's ability in learning the crowd flow pattern. Additionally, the interpretation result for 
prediction demonstrates that DeepIndoorCrowd's capacity to capture long- range temporal connections helps the 
model understand the weekly pattern of crowd flow. We make the following contributions in this article:

• We propose a multi- horizon prediction deep learning model named DeepIndoorCrowd. It is designed to cap-
ture temporal dependencies in different temporal scales to suit the complex indoor crowd flow pattern. And 
a semantic- temporal fusion model is proposed to add semantic information to prediction. The ablation study 
proves the effectiveness of each part of the DeepIndoorCrowd.

• We model the influence factors of indoor crowd flow from a view of historical temporal, future temporal and 
semantic features. The structure guarantees the model is able to predict the crowd flows in nonstationary 
scenes like a weekend or special events. By introducing semantic features into the prediction, the model is able 
to learn the crowd flow pattern more efficiently.

• We conduct our experiment in a real- world indoor dataset. The results verify the outstanding performance of 
our model compared with other time series prediction models. The comparison and interpretation also reveal 
the population dynamic pattern in the indoor environment. By analyzing the interpretation result, the model 
provides new insights into the indoor crowd flow's temporal pattern.

The remainder of the article is structured as follows. Section 2 introduces the related works. Section 3 
 defines the indoor crowd flow prediction problem. In Section 4, we construct our DeepIndoorCrowd model and 
illustrate how it works. Section 5 presents the experimental results with an ablation study and interpretation 
analysis. Section 6 concludes our work.

2  | REL ATED WORKS

The crowd flow prediction at the city scale has been widely studied. The prediction methods can be classified 
into three types according to the model's structure: (1) grid; (2) graph; and (3) time series based. Grid based 
 models partition the research area into geographical grids. The crowd flow series can be recorded as the chan-
nels of these grids. The ST- ResNet (Zhang et al., 2017) is a typical grid based crowd flow prediction method. 

F I G U R E  1 The average normalized crowd flow in each cluster when the number of K- Means cluster is set 
as 2.
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4  |    CHU et al.

After partitioning the city into a grid map. It employs a convolutional network to capture spatial dependencies 
between nearby and distant regions in a city. Similar methods include SeqST- GAN employs a generative network 
to make the prediction (Wang, Cao, et al., 2020), and ST- 3DNet which employs a three- dimensional convolu-
tional neural network to capture spatial and temporal dependencies at the same time (Guo et al., 2019). Most 
mature computer vision models can be applied easily thanks to the grid data structure. While it also restricts 
the method's application in irregular spaces, complex obstacles and walls in an indoor environment restrict the 
effect of this type of model.

Different from griding the whole region, graph- based methods only model the connection between the re-
gions, so these models are effective in predicting the crowd flow in irregular regions, such as road segments or 
points of interest. Typical models like Graph Multi- attention Network (GMAN), MVGCN, Diffusion Convolutional 
Recurrent Neural Network (DCRNN) use transition flow between regions to construct the graph edges, then 
employ Graph Neural Networks (GNNs) to achieve prediction (Li et al., 2017; Sun et al., 2022; Wang et al., 2023; 
Zheng et al., 2020). CrowdTelescope proposed a Wi- Fi positioning based multi- grained crowd flow prediction 
framework for GNN (Zhang et al., 2023). As one of the most common methods to capture spatial– temporal de-
pendencies, GNN aims at modeling the diffusion process between nodes (Cai et al., 2020; Cui et al., 2020; Li 
et al., 2017; Wang et al., 2022; Zhao et al., 2019). The transfer pattern between nodes must be stable to establish a 
graph model, and an adjacent matrix using the existing information is essential to represent the pattern. However, 
unlike the outdoor Euclidean space or road network, indoor space has its unique topology connections formed by 
complex movement restrictions and dynamic crowd transfer patterns (Lee, 2004; Li et al., 2018; Worboys, 2011), 
which means it is nearly impossible to model the interaction between indoor nodes by building an invariant adja-
cent matrix manually.

Time series based methods mainly aim at modeling the crowd flow's temporal pattern of every single region 
and introducing the additional correlated features to achieve nonstationary prediction. Typical time series fore-
casting methods include ST- KNN (Cheng et al., 2018) and the Autoregressive Integrated Moving Average model 
(ARIMA) (Ahmed & Cook, 1979). The Recurrent Neural Network (RNN) is generally used in the deep learning 
models of the time series based method (Singh et al., 2020). Most contributions focus on modifying the structure 
of RNN (Li et al., 2020) or using novel generative methods (Rasul et al., 2021). Because the time series prediction 
of a region does not rely on other regions, the method is more flexible than graph based ones and can generate a 
more accurate prediction. In recent years, time series based methods are mainly built on sequence- to- sequence 
structure to achieve multi- horizon forecasts (Cui et al., 2020; Sutskever et al., 2014). However, the traditional Long 
Short- Term Memory network (LSTM) based structures face problems due to their inability to handle long- range 
temporal dependencies. Considering the indoor crowd flow has a significant weekly pattern, a more efficient 
structure is needed. As a model proposed to deal with sequential structures based on an attention mechanism, 
transformer is effective in capturing long- term reliance in a sequence (Lim et al., 2021; Vaswani et al., 2017; Zhou 
et al., 2021), and it has been proven to be useful in traffic prediction (Cai et al., 2020) and many other applications 
(Lim et al., 2021). Furthermore, the attention weights it generates to make a forecast can be utilized to interpret 
the prediction result, which is useful to reveal the indoor crowd flow pattern and make the prediction reliable.

3  | PROBLEM DEFINITION

3.1 | Preliminary

In this section, we define the basic concept of DeepIndoorCrowd. The schematic diagram of the DeepIndoor-
Crowd structure is shown in Figure 2.

As shown in Figure 2, to predict the crowd flows accurately, variables that cause or are correlated with the vari-
ant of crowd flow need to be modeled properly. We divide related variables into three groups, including historical 
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    |  5CHU et al.

temporal features, future temporal features and semantic features. DeepIndoorCrowd is proposed to capture the 
correlation between indoor crowd flow with these features. It takes a series of historical temporal features, store's 
semantic features and another series of future temporal features as inputs. Then it predicts a series of the crowd 
flow for future time stamps. The model can be formulated as the following function:

where ̃P
s

(t+1,t+n)
 denotes the predicted crowd flow from time t + 1 to t + n, and n is the length of prediction. As

(t−l,t)
∈ ℝ

l×l 
denotes the attention weight matrix, which records the importance of each time stamp to others, and l  is the length 
of the input historical sequence. HTs

(t−l,t)
 denotes the historical temporal features from time t − l to t. FTs

(t+1,t+n)
 denotes 

the future temporal features from time t + 1 to t + n. HTs
(t−l,t)

 and FTs
(t+1,t+n)

 are formed using the equations below:

where hts
t
∈ ℝ

1×n1 and fts
t
∈ ℝ

1×n2, respectively represent the historical temporal features and the future temporal 
features of store s at time stamp t. n1 and n2 respectively denote the number of historical temporal features and 
number of future temporal features, and each of them represents a variety of features of the moment t. Sems rep-
resents the semantic feature of store s, which is formed by the attribute features and spatial feature of the store:

(1)P̃
s

(t+1,t+n)
,As

(t−l,t−1)
=DeepIndoorFlow

(

HTs
(t−l,t)

, FTs
(t+1,t+n)

, Sems
)

(2)HT
s

(t−l,t)
=
[

ht
s

t−l
, ht

s

t−l+1
, … … , ht

s

t

]

(3)
FT

s

(t+1,t+n)
=
[

ft
s

t+1
, ft

s

t+2
, … … , ft

s

t+n

]

(4)Sems
=
[

�s , Spatials
]

F I G U R E  2 Schematic diagram of DeepIndoorCrowd's structure.
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6  |    CHU et al.

where Sems is formed by the concatenation of attribute feature �s and spatial feature Spatials of store s. The com-
position of temporal and semantic features vary with the indoor environment. We will later introduce specific 
temporal and semantic features we modeled in this study in detail to demonstrate how the structure works.

3.2 | Temporal features

3.2.1 | Historical temporal features

Variables that change throughout time can provide direct information for the variation of crowd flow. Daily, 
weekly, or even annual temporal patterns of crowd flows are learned from these temporal dynamic features. 
Modeling the temporal features aims at featuring the periodicity of crowd flow and its covariance with other fac-
tors. The specific composition of historical temporal features modeled in DeepIndoorCrowd is denoted as

where Ns
t
 denotes the number of customers in store s at timestamp t, Is

t
, and Os

t
, respectively denote the number of 

customers who entered and the number of customers who left store s at time stamp t. Tt denotes the total number 
of customers in the indoor shopping mall at time stamp t. � represents a temporal embedding function. The function 
first converts the current time recorded by tweek, tday, thour , tminute into timestamps, such as the month of the year, time of 
the day, or day of the week. Then these timestamps are converted into a trainable temporal embedding. In this study, 
we only use the time- of- day and day- of- week. We first encode the timestamp with one- hot coding. Then a trainable, 
fully connected neural network is employed to map the discrete- time encoding into a continuous feature space, which 
allows the model to learn the temporal relationship in crowd flow variation as follows:

where Encoderonehot is a one- hot sorting function, Wday ∈ ℝ
day×h, and Wtime ∈ ℝ

time×h are the trainable weights of time 
embedding function, day and time are the number of the day- of- week and time- of- day, and h is the number of hidden 
dimensions for the temporal embedding.

The variant of the number of customers Ns
t
 in each store follows a temporal pattern and the autocorrelation of 

crowd flow series is the most fundamental factor for prediction. It is reflected by the stationary daily and weekly 
patterns. Its temporal dependence directly contributes to the model's ability to predict the crowd flow of regular 
moments. Therefore, learning the variation tendency of the flow series is a preliminary task for the model.

We form a real- time crowd flow transition matrix Mt
ij
 by accumulating the number of people transferred from 

store to store in each time slice. Every column i  and row j represent a store in the market. Mt
ij
 represents the num-

ber of people transferring from store i  to store j in timestamp t. Two transition matrices from different times of 
the same day are shown in Figure 3.

In Figure 3, compared with the transition matrix at lunchtime, the transition frequency between stores rises 
significantly in the afternoon. Transition flows with high frequency also vary with time. Moreover, a large propor-
tion of elements only record a value of zero, which means the transition matrix contains redundant information. 
To simplify the calculation and reduce the inference time, we use the indegree I  and outdegree O to represent the 
interaction flow between stores, which are calculated as follows:

(5)hts
t
=
[

Ns
t
, Is
t
,Os

t
, Tt ,�

{

tweek, tday , thour, tminute
}]

(6)�{t}= concate
[

Encoderonehot
(

tday−week
)

∗Wday , … , Encoderonehot
(

ttime−day
)

∗Wtime

]

(7)Is
t
=

N
∑

j=0

Mt
sj
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    |  7CHU et al.

where Is
t
, Os

t
, respectively, denote the number of people who entered and exited the store s at time t.

These two features are the driving factors in the variation of the crowd flow series. Therefore, indegree and 
outdegree features benefit the model in predicting anomaly fluctuation caused by occasional events. For instance, 
when a sale promotion is held in a particular store, the abnormal increment of the indegree I  will happen ahead of 
the rise of the crowd flow. These kinds of correlations captured in the training dataset will increase the accuracy 
of the prediction in abnormal circumstances.

Based on the assumption that the number of customers who entered a specific store is strongly correlated 
with the number of customers who entered the building. We modeled the number of customers who entered the 
indoor environment Tt. The days when festivals are held are always rare. The nonstationary variation makes crowd 
flow variants in these days hard to predict. Considering this feature provides the trend of crowd flow variance, 
it also benefits the model with anomaly prediction. An example of the total crowd flow and the crowd flow of a 
selected store is shown in Figure 4.

As shown in Figure 4, different from weekdays, on weekends, the total crowd flow is at its highest point at 
midday rather than in the evening. This circumstance affects the crowd flow of the plotted store. Obviously, the 
crowd flow of the store plotted in light color follows the pattern. The correlation shows the effect of feature 
Tt . Furthermore, compared with the outdoor environment, indoor environments like shopping malls usually are 
managed manually, which means, regularly, the crowd flow volume in indoor environments may vary dramatically 
in moments like the opening and closing period of the store. The feature can also provide the opening or closing 
information to the model.

3.2.2 | Future temporal features

Future temporal features are taken as the input of the decoder. It aims at guiding the model to deal with expected 
events. As shown in Figure 2, future temporal features model events we can foresee previously. For instance, 

(8)
O
s

t
=

N
∑

i=0

M
t

is

F I G U R E  3  (a) Crowd flow transition matrix between 12:00 and 12:05 on a regular weekday; and (b) transition 
matrix during 15:30– 15:35 on the same day.
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8  |    CHU et al.

the sales promotion in a store is arranged by its manager, so its arrangement can be found in the schedule ahead 
of time. Future features provide information to crowd flow variation in these moments so that the DeepIndoor-
Crowd model can generate predictions based on the real- time situation. These kinds of features are named future 
temporal features, and they can be formulated as follows:

where sells
t
 represents the sale promotion of store s at time t. It is set as a continuous variable representing the promo-

tion's strength. holidayt represents the scheduled holiday at time t, it is presented as a one- hot vector. The same tem-
poral embedding function � is employed to capture temporal dependency. Additionally, the weather for the upcoming 
few hours predicted by the weather prediction may also be taken as a given. We embed different types of weather 
wt at time t with function �. The weather embedding function also uses a fully connected neural network to map the 
one- hot representation of different weather types into a feature space. Wweather ∈ ℝ

weather×h are the trainable weights 
of weather embedding function, weather is the type of weather embedded, h is the number of hidden dimensions of 
the weather embedding. Even in special cases, like holidays or sales promotions, these features can still promise the 
prediction of the DeepIndoorCrowd.

3.3 | Semantic features

In a city- scaled crowd flow prediction model, the temporal crowd flow pattern is formed by the movement activity of 
the city's residents, and their movement pattern is fixed during a period of time. While different from that, the cus-
tomer flow of an indoor store is made up of the consumers who visited the store each day, which are different groups 
of people attracted by the same attributes of the store. Therefore, the temporal crowd flow pattern of an indoor 
store is decided by its attributes like type of store, geographic location, average consuming price, etc. Attributes like 
these are extracted as attribute features. The attribute features modeled by DeepIndoorCrowd are listed in Table 1.

The attribution information was collected from the online customer serving platform and the map of the 
indoor mall. For those categorical features, we employed the feature embedding method to map them into con-
tinuous vector space as follows:

(9)fts
t
=
[

sells
t
, holidayt , �

(

wt

)

,�
{

tweek, tday, thour , tminute
}]

(10)�
(

wt

)

= Encoderonehot

(

wt

)

∗ Wweather

(11)SE(x) = Encoderonehot(x) ∗ Wx

F I G U R E  4 Comparison of crowd flow on weekdays and weekends.
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    |  9CHU et al.

In Equation (11), Encoderonehot is a one- hot sorting function, which maps the input category x into a one- hot 
representation vector and Wx ∈ ℝ

I×h is the trainable weights of feature x embedding function SE. I  and h, respec-
tively, represent the number of categories of feature x and the dimension of the embedded vector. �s is formed 
by concatenating the embedding feature of all the above attributions. With the help of the feature embedding, 
DeepIndoorCrowd is able to learn the relationship between discrete variables.

3.4 | Spatial features

We employ the pretrained spatial feature to represent stores' spatial relationships. Considering customers' 
shopping behavior is directly affected by stores' spatial locations, customers' trajectories can reflect the spa-
tial relationship between stores. Therefore, we employ the Global Vectors for Word Representation (GloVe) 
algorithm (Pennington et al., 2014) to extract the spatial embedding vector of each store from historical crowd 
trajectories. We used the crowd flow transition matrix Mt that had been created earlier when we extracted 
historical temporal features. By summing up the transition matrix of all moments, we got the overall transition 
matrix from store to store. Then we pretrained the spatial embedding vector as follows:

where Spatialsi ∈ ℝ
d is the spatial embedding feature of store si, d is the dimension of spatial embedding, Xij ∈ ℝ

N×N 
is the of cooccurrence frequency of store i  and store j, and N is the number of stores. By randomly picking up two 
stores i , j and minimizing the loss function loss, GloVe leverages the statistical information from the cooccurrence 
between two stores. Through several iterations, it produces a vector space that can embed these stores by their 
transition relationship. The spatial feature embedded by the GloVe algorithm makes the model able to deter-
mine the relative spatial location of a store and learn its crowd flow pattern from transfer relations. These features 
are frozen when training the prediction model. In this study, we set d = 8 as the dimension of the spatial feature 
of each store.

(12)�s = concate
[

SE1

(

x
s

1

)

, … … , SEn
(

x
s

n

)]

(13)Xij =
∑

t

Mt

(14)loss =

N
∑

i,j=1

f
(

Xij
)(

Spatialsi T ∙Spatialsj − logXij
)2

(15)f
�

Xij
�

=

⎧

⎪

⎨

⎪

⎩

�

Xij∕Xmax

�0.75
if Xij<Xmax

1 otherwise

TA B L E  1  Indoor stores' semantic features.

Name of feature Embedding size

Floor 2

Serving type 2

Occupied area 1

Average consuming price 1

Identification embedding 8
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10  |    CHU et al.

4  | DEEPINDOORCROWD

4.1 | DeepIndoorCrowd architecture

In order to achieve the interpretable prediction of indoor crowd flow, we design a sequence- to- sequence crowd 
flow prediction deep learning network named DeepIndoorCrowd, which integrates the transformer network, the 
LSTM network and a feature fusion module STF. The key contributions of the model are its focus on multi- term 
temporal dependencies capturing and semantic- temporal features fusion. The structure of our DeepIndoorCrowd 
model is shown in Figure 5.

As shown in Figure 5, the DeepIndoorCrowd follows the encoder- decoder structure. The encoder LSTM 
and transformer network collect information from historical temporal features and embed the information 
into a feature space. For the transformer encoder, the encoded information is memorized in a sequence of 
continuous representation, which is the output memory of the transformer encoder block and it is used as 
the input of the transformer decoder. For the LSTM structure, the decoder LSTM network learns previous 
information by initializing its hidden state and cell state with the last state of the encoder LSTM network. One 
of the problems the transformer faces in time series prediction is that the model does not have the concept 
of order, which means that to a particular time stamp, inputs in its nearby position play the same role as in-
puts far away. In DeepIndoorCrowd, the ignorance of relative position in the input sequence can be filled up 
by the LSTM layer we employed before transformer. We will further introduce each part of the model in the 
remainder of this section.

F I G U R E  5 Architecture of DeepIndoorCrowd.
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    |  11CHU et al.

4.2 | Semantic- temporal features fusion

We employ the STF as a building block of DeepIndoorCrowd to achieve the fusion of semantic and temporal 
features. The fusion is expected to enable the model to learn from the relationship between the store's semantic 
attributions and its crowd flow pattern. The STF is formulated as:

where ds
t
∈ ℝ

r denotes the input temporal feature at time t , r  is number of dimensions for the temporal 
feature. Sems ∈ ℝ

m denotes the semantic feature of the store s, m is number of dimensions for the semantic 
feature. W1 ∈ ℝ

(r+m)×h, W2 ∈ ℝ
h×r, W3 ∈ ℝ

h×r and b1 ∈ ℝ
h, b2 ∈ ℝ

r, b3 ∈ ℝ
r are the trainable weights and biases 

of the STF block. h is the number of the number of hidden units in STF. Norm is standard layer normalization 
operation (Ba et al., 2016). GLU is a Gated Linear Unit used to suppress unrequired architecture (Dauphin 
et al., 2017), ⊙ is the element- wise Hadamard product. The illustration of STF's connection is shown in 
Figure 6.

With a fully connected layer added after the concatenate operation, the module has the flexibility to fuse 
two types of features in any combination. After that, the gated mechanism is employed in GLU to help the 
module select useful semantic features to join in the prediction. With a sigmoid function, the GLU's output 
can be closed to 0, which means the inefficient features can be completely abandoned and the module can 
control the participation of semantic information. To avoid the disturbance from a part of the useless seman-
tic features, the residual connection in STF can still preserve the original information in temporal features. 
In the DeepIndoorCrowd, the semantic features are fused twice separately before the LSTM layer and the 
transformer. This promises that the semantic information will not get lost after the sequential calculation of 
the LSTM network.

(16)d̃
s

t
= STF

(

d
s

t
, Sem

s
)

= Norm
(

d
s

t
+ GLU(�)

)

(17)� = Concat
(

d
s

t
, Sem

s
)

∗ W1 + b1

(18)GLU(𝛿) =
(

𝛿 ∗ W2 + b2

)

⊙ 𝜎
(

𝛿 ∗ W3 + b3

)

F I G U R E  6 Architecture of STF.
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12  |    CHU et al.

4.3 | Capturing multi- term temporal dependencies

Indoor crowd flow has strong temporal patterns in both daily and weekly or monthly scales. While these patterns 
all contribute to the prediction of the current status, we proposed a multi- term temporal dependencies capturing 
structure. Firstly, we employ the LSTM network (Hochreiter & Schmidhuber, 1997) to capture the temporal patterns 
in short- term variation. The LSTM network has been widely used in modeling sequential data. With the gates mecha-
nism and serializing data dealing structure, the LSTM network can capture the temporal dependencies in a relative 
short term and encode positional information into the series, which aims to provide an appropriate inductive posi-
tional encoding method for the attention mechanism of the transformer. The equations of a LSTM unit are as follows:

where ds
t
, ht, and ct respectively denote the input temporal feature of store s, the hidden state, and the cell state 

at time t . ht−1 is the hidden state of the layer at time t − 1 or the initial hidden state at time 0. it, ot, ft, c̃t are the 
input, output, forget and cell gates at time t . W and U are the trainable parameters for the corresponding gate 
and cell. Every output from LSTM's encoder and decoder network is encoded with its relative position in the 
sequence and the information from the temporal features of its previous timestamps. Then the corresponding 
output states are passed to the transformer encoder and decoder separately. The transformer's architecture is 
shown in Figure 7.

As shown in Figure 7, d̃
s

t
 denotes the output of the STF module at time t . We employ the transformer net-

work to capture long- term dependencies in the output sequence of the previous network. As a sequence- to- 
sequence architecture, its encoder block maps an input sequence of dynamic time series features to a sequence 
of continuous representations named memory, which contains the information from the input series. Then 
the transformer decoder block decodes an output series based on the memory. Different from the LSTM net-
work capturing temporal dependencies by mapping inputs in a serialization way, the transformer replies on the 
scaled dot product attention mechanism to capture the relationship between inputs. The attention mechanism 
is formulated as:

where Q, K, V represents query, key and value, respectively. They are mapped by three separated linear layers from the 
same input ds

t
. dk is the dimension of the key. The outputs of the softmax function are the attention weights between 

positions. By calculating the similarity between every two timestamps directly, the attention layer is allowed to pick up 
long- term dependencies that may be challenging for the LSTM layer to learn. This ability is of significant importance 
for DeepIndoorCrowd to capture weekly patterns in the indoor crowd flow. Furthermore, the attention function can 
generate attention weights after the model is trained, which denotes the importance of each position in a sequence. 
This provides the model with interpretability for its prediction.

(19)it = �
(

Wi ∗ ht−1 + Uid
s

t

)

(20)ot = �
(

Wo ∗ ht−1 + Uod
s

t

)

(21)ft = �
(

Wf ∗ ht−1 + Ufd
s

t

)

(22)c̃t = tanh
(

Wc ∗ ht−1 + Ucd
s

t

)

(23)ct = ft ⊙ ct−1 + it ⊙�ct

(24)ht = ot ⊙ tanh
(

ct

)

(25)
Attention(Q,K,V) = softmax

�

QKT

√

dk

�

V
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    |  13CHU et al.

5  | E XPERIMENT

We conduct the experiment on a real- world indoor positioning dataset collected from a shopping mall in China. 
We compare our model with several other baseline methods. Then by analyzing the attention weights generated 
by DeepIndoorCrowd, the prediction results are interpreted and crowd flow patterns of the indoor shopping mall 
are unveiled.

5.1 | Dataset

An indoor wi- fi positioning dataset is used for the experiment. It recorded the positioning result of all custom-
ers who visited the shopping mall carrying their mobile phones. The dataset includes positioning data for the 
entire eight floors of the shopping mall from September 20, 2017 to February 1, 2018. We use the crowd flow 
series of the previous 37 days to train our model, and test its performance in the last 7 days. A few sample 
positioning points are shown in Table 2. We hide some parts of the data to browse anonymously and protect 
users' privacy.

We form the crowd flow data of each store by compiling statistics of the number of user IDs with more than 
three positioning points located in a store. The statistical division is set as 5 min. Eventually, there are 116 stores in 
the shopping mall that satisfy the basic requirement for prediction. A brief view of the stores' spatial distribution 
and their classification is provided in Figure 8.

F I G U R E  7 Architecture of long- term temporal dependencies capturing transformer.

TA B L E  2 Example of indoor positioning dataset.

Time stamp Floor ID User ID X Y

2017- 12- 31 08:05:54 F7 341298C7**** 13****79.9 4****50.8

2017- 12- 31 08:06:42 F6 341298C7**** 13****62.0 4****66.6

…… …… …… …… ……

2017- 12- 31 19:43:35 B1 28FAA07D**** 13****43.5 4****08.1
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14  |    CHU et al.

Furthermore, we construct the trajectory of each customer from its positioning points. Through applying the 
Indoor- STDBSCAN algorithm (Wang, Wang, et al., 2019) to the raw trajectory formed by positioning points, the 
semantic trajectory that records the customer's visit to each store is extracted. Then the semantic trajectory was 
used to train the spatial feature Spatials of each store.

5.2 | Implementation details

DeepIndoorCrowd is able to deal with sequence data with diverse lengths. We take the sequence of temporal fea-
tures from 8 days before the predicting moment as input. Then the model generates the prediction of the crowd 
flow volume for the next 15 or 30 min. The model is trained using the Adam optimizer with the initial learning rate 
set as 1 × 10−3. The MSE loss is used as the training loss of our model. The model was trained on a Nvidia Titan V 
GPU and implemented by Pytorch.

There are some key hyperparameters for the DeepIndoorCrowd model. We used the cross- validation method 
to find out the hyperparameters that ensures the model generates the most accurate prediction. There are three 
key hyperparameters: (1) the number of hidden units in LSTM and transformer encoder- decoder; (2) the number 
of hidden units in the STF module; and (3) the number of heads in the multi- head attention module. In order to 
weigh the accuracy and the time consumption, the number of heads in the attention module is set as 8, and the 
number of layers in the encoder and decoder structure of LSTM and transformer are both set as 1. Then we 
compared the model's performance with different hidden units in the semantic fusion and temporal modules. The 
result is shown in Figure 9.

F I G U R E  8 Spatial distribution and classification of stores in the mall.
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    |  15CHU et al.

According to the comparison in Figure 9, with the same training epoch, the best result occurs when the num-
ber of hidden units in both the transformer and LSTM modules is 16 and the number of hidden units in STF is 8. 
The outcomes also show that too many hidden units in the semantic fusion part may have an adverse impact on 
prediction.

5.3 | Evaluation metrics

As a regression problem, we adopt 3 commonly used metrics to evaluate the performance of different models. 
The metrics are defined as follows.

Root Mean Squared Error (RMSE),

Mean Absolute Error (MAE),

Mean Absolute Percentage Error (MAPE),

where N is the number of predicted values, Xi represents the ground truth value of the crowd flow, and Xi represents 
the predicted values. The smaller the three metrics are, the better the prediction result suits the actual situation.

(26)RMSE
(

X ,X
)

=

√

√

√

√
1

N

N
∑

i=0

(

Xi−Xi

)2

(27)MAE
(

X ,X
)

=
1

N

N
∑

i=0

|

|

|

Xi − Xi
|

|

|

(28)MAPE
(

X ,X
)

=
1

N

N
∑

i=0

|

|

|

|

|

Xi − Xi

Xi

|

|

|

|

|

× 100%

F I G U R E  9 Model's performance with different numbers of hidden units.
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16  |    CHU et al.

5.4 | Baselines

5.4.1 | Historical average

Historical average (HA) models the crowd flow as a weekly process using the averaged data of previous corre-
sponding moments to predict the current state. In our experiment, we use the averaged crowd flow of the corre-
sponding moment in the same days of two previous weeks as the prediction result. The method outputs the same 
result in both 15 and 30 min predictions.

5.4.2 | Autoregressive integrated moving average

Autoregressive integrated moving average (ARIMA) is the most classic model for forecasting a time series. By cal-
culating the discrete difference of the sequence and observing the autocorrelation plot and partial autocorrelation 
plot, we selected the p as 75, q as 6 and d as 1 for prediction.

5.4.3 | Diffusion convolutional recurrent neural network

Proposed by Li in 2017 (Li et al., 2017), the diffusion convolutional recurrent neural network (DCRNN) is one 
of the benchmark methods for spatial– temporal prediction. It combines a graph convolution neural network 
with a recurrent neural network and models the diffusion process between nodes in both spatial and temporal 
domains. After fine- tuning the parameters of the model, we employed a DCRNN model with both decoder and 
encoder containing 2 recurrent layers and containing 64 hidden units for each layer. The curriculum learning 
is employed to train the model and the initial learning rate is 1 × 10−2. The connection graph is constructed 
based on the transferring frequency between stores and it takes the crowd flow of the previous 3 h to make the 
prediction.

5.4.4 | Graph multi- attention network

Graph multi- attention network (GMAN) is another graph based spatial– temporal prediction model (Zheng 
et al., 2020). Based on the graph attention mechanism, the model can capture complex spatial– temporal cor-
relations. We fine- tuned the hyperparameters setting from its original proposal and used the spatial feature we 
extracted from GloVe as the graph embedding feature. The number of attention heads is set as 8, the output 
dim of attention heads is set as 8 and the number of attention blocks is 1. The model takes the crowd flow of the 
previous 1 h as input.

5.4.5 | Fully connected LSTM

Fully connected LSTM (FC- LSTM; Sutskever et al., 2014) is one of the most important baseline models in time the 
series forecasting research. With a sequence- to- sequence architecture, the model employs two LSTM networks 
as encoder and decoder and outputs the prediction with a fully connected layer. We feed the model with the same 
temporal features as the DeepIndoorCrowd takes. The number of hidden units of LSTM is set as 32 after fine- 
tuning the prediction accuracy.
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    |  17CHU et al.

5.4.6 | Informer

Informer is an improved form of the transformer for the time series forecasting task (Zhou et al., 2021). It is ef-
ficient in handling long input sequences and generates long horizons forecasts. We also fine- tuned the hyperpa-
rameters setting. The dimension of the hidden layer is set as 64 and the number of heads is set as 8. The number 
of layers for encoder and decoder is set as 1. It also takes the same input as the DeepIndoorCrowd.

5.5 | Performance evaluation

We compare the prediction accuracy in 15 and 30 min of DeepIndoorCrowd and the other baselines to evaluate 
their ability at different time scales. Moreover, we also compare the performance on weekdays and weekends. 
With more people entered into the shopping mall in weekends, the variation of crowd flow becomes harder to 
predict, and there is also less training data for weekends than that of weekdays. Table 3 shows the prediction 
performance of different models with RMSE, MAE, and MAPE as evaluation metrics.

There are several phenomena shown in the experiment result. First, the graph based spatial– temporal predict-
ing model DCRNN and GMAN generate the worst prediction results. Even though we have used training methods 
like curriculum learning and tried different graph connecting methods like Euclidean distance based connection 
or transfer frequency based connection, they still cannot achieve further improvement. This phenomenon illus-
trates that indoor stores' topology connection is much more complex than a single graph can represent. It could 
be dynamic from time to time. Besides, the number of visitors varies greatly from store to store and also makes 
it hard for a graph- based model to converge to the best performance for every node. During the closed period 
of the mall, there are many timestamps with the number of their crowd flow is zero. This may make it difficult 
for the graph based model to learn from the series. Moreover, the graph convolution operation aims to simulate 
the diffusion process of people between nodes. However, different from the traffic flow constrained by the road 
network, people in the indoor environment have more options and their selection of the next visiting spot is af-
fected by semantic features. Thus, the uncertainty of human movement in an indoor environment is hard to model 
appropriately with an integral model.

Second, transformer based models like Informer and ours, tend to have better performance compared with 
the recurrent structured FC- LSTM network. This is because transformer can capture temporal dependency in the 
longer term. Indoor crowd flow varies greatly during a short time and the accuracy of prediction depends much 
more on the long- term tendency captured by the prediction model. By calculating the dot- product between time-
stamps, the multi- head attention module in transformer can focus on the most relevant inputs in the sequence 
without the constraint of order. This advantage of the transformer is more apparent, especially when the input 
sequence is extremely long. However, without the assistance of semantic information, the Informer still cannot 
achieve the best performance. This may be because the model cannot identify which of the stores the input se-
quence belongs to, so it is unable to form memories of the crowd flow pattern of a particular store.

Third, our DeepIndoorCrowd achieves the best performance with all metrics, which proves the importance 
of semantic information in classifying the crowd's dynamic pattern of indoor stores, and the effectiveness of the 
stores' interaction intensity feature we extract. The semantic fusing structure with add and norm operations pre-
serves the original information of crowd flow series while mixing the sequential embedding with corresponding 
semantic information that can assist prediction. The outstanding performance of DeepIndoorCrowd can also be 
attributed to the way it combines the recurrent structure with transformer so that the transformer can calculate 
attention weights with the awareness of inputs' relative position.

Figure 10 shows the DeepIndoorCrowd's predicted result of the different stores on a Saturday. The graphs 
show that the model accurately predicted the increase in visitors in the store's opening hour with nearly no delay. 
Despite the outliers, the predicted peak value of the day is close to the ground truth in the 15 min ahead prediction. 
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    |  19CHU et al.

For the 30 min ahead prediction, the model is still able to predict the variation trend of the crowd flow, but tends 
to underestimate the crowd flow of the second peak in the evening. The model successfully distinguished two 
different types of crowd flow and forecast a double peak for the catering store.

5.6 | Ablation study

We perform an ablation study by comparing the performance of different models during the training process. We 
compare three models as follows: (1) LSTM- STF: the model combines the semantic- temporal fusion module with 
the LSTM network. All its inputs are the same as with DeepIndoorCrowd. (2) LSTM- transformer: the model in-
herits the temporal capturing structure of DeepIndoorCrowd but removes the semantic fusion module. The input 
temporal features are the same as with DeepIndoorCrowd. (3) DeepIndoorCrowd: the model we proposed. We 
trained these three models with the same initial seed, learning rate, and optimization method. The performance of 
their RMSE in the evaluation dataset in the first 20 epochs is shown in Figure 11.

Obviously, the DeepIndoorCrowd achieves the best performance after the first few epochs and constantly 
reduces its evaluation error. It achieves an 18.72% increment in RMSE compared with the best performance of 
others. There are a few interesting phenomena. The LSTM- transformer model is not able to introduce the store's 

F I G U R E  1 0 Prediction performance of looking 15 min ahead (a, b) and 30 min ahead (c, d).
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semantic features into prediction. Although its evaluation error is quickly reduced during the first few steps, it 
cannot achieve better performance and even starts overfitting after that. The reason is that the model is not able 
to determine which store the input time series sequence belongs to, and cannot summarize the attribute informa-
tion to learn the crowd flow's temporal pattern for different types of stores. The performance of the LSTM- STF 
model surpasses the pure temporal model at last. The model lacks the capacity to directly capture long- term tem-
poral dependencies. Therefore, its evaluation error reduces slowly. This proves the importance of weekly patterns 
in indoor crowd flow prediction.

5.7 | Model interpretation

Attention weights in the transformer model reveal the importance of each input timestamp. To make the predic-
tion result more convincible and more reliable, we visualize the attention weights generated by the encoder of the 
transformer. The attention weights assigned to each input time stamp from other positions are summed up using 
the equations as follows:

Importances
(t,t−l)

 is the interpretable series, which denotes the importance of each time stamp from t − l to t. Its 
element is

t
 is the average attention weight calculated from the mean of column t in the attention weights matrix 

As

(t,t−l)
. The more attention weight one time stamp received, the more information it provided to the decoder's 

prediction result. Plotting the crowd flow of the input sequence and the averaged attention weight on its corre-
sponding position, Figure 12 shows the attention's temporal pattern Importances

(t,t−l)
 of several typical stores while 

predicting the 17:00 crowd flow of a Saturday in the validation dataset. By analyzing the distribution of attention 
weights, we can interpretate the predicting mechanism of the DeepIndoorCrowd and have an direct insight into 
the temporal dynamic pattern of stores' crowds.

Figures 12a,b show the attention distribution for two catering stores. There is an obvious double peak pattern 
in the store's daily crowd flow. While forecasting the evening peak of a Saturday, the DeepIndoorCrowd mainly fo-
cuses on the inputs from the afternoon's peak of the current day. Besides that, the model also puts more attention 

(29)Importances
(t,t−l)

=
[

i
s

t−l
, is
t−l+1

, … … , is
t

]

(30)i
s

t
=

∑l

i=0
A
s

(t,t−l)
(t, i)

l

F I G U R E  11 Performance comparison of different models during training.
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    |  21CHU et al.

on the evening peak and afternoon peak of the previous weekend and the previous day. The distributions reveal 
that the peak hour's crowd flow is the most prominent pattern for a canteen and the two daily peaks are closely 
related to each other.

Figure 12c is the prediction of a famous fashion clothing store. The same day of the last week is assigned with 
the maximum attention. At the same time, the corresponding times of every previous day also contribute to the 
prediction. These phenomena illustrate that the weekly season is most important for a clothing store while the 
daily pattern also plays an important role.

Figure 12d is from the major entertainment store of the mall, which has the largest variation of crowd flow 
during the week. The attention is mainly assigned to the previous moments of the current day and the correspond-
ing times of the weekend of last week. Entertainment places tend to have a larger gap between crowd flow on 
weekdays and weekends. The gap makes it difficult to make the prediction of weekends based on weekdays. So, 
the model chooses to put attention on the current day and weekly pattern to forecast the flow.

To understand how semantic features work in prediction, we visualized the embedding distribution of store's 
floors and serving types. The relationship between embedding locations can reveal the similarity of their crowd 
flow pattern. Analyzing the embedding distribution can help us better understand how semantic features works. 
The embedding distributions in the feature space are shown in Figure 13.

F I G U R E  1 2 Attention weights distribution of four typical stores.
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22  |    CHU et al.

As shown in Figure 13a, the relationship between a store's serving type can be easily interpreted. Clothing 
stores are close to each other, which means their crowd patterns are similar. Moreover, the makeup store is closest 
to a jewelry store. This can be interpreted as their attracted crowd flows are from the same group of customers. 
At last, the canteen is distant to others, which can be attributed to its unique twin peak flow pattern. As for the 
store's floor, B1 and F3 are close to each other, which may be explained by both of them operate many canteens 
and the similarity between F1 and F4 is probably because the jewelry stores in F1 and female's clothing stores in 
F4 show similar crowd flow patterns.

5.8 | Computational complexity

We present the relative training time of each epoch and the number of converging epochs of FC- LSTM, 
LSTM- STF, LSTM- transformer and our model in Table 4. Considering the actual training time varies with dif-
ferent devices, we use the relative training time to evaluate the training consumption. It takes the minimum 
value of all as a measure and obtains the other values by calculating their multiple relationships. The converg-
ing epoch is defined as the epoch that evaluation metrics stop decreasing significantly or start rising on the 
test dataset.

Theoretically, the time complexity of the DeepIndoorCrowd is O
(

t2d + td2 + d
)

, where t  is the length of 
the input time, and d is the dimension of the hidden units. We have to admit that the time complexity of our 
model in a single epoch is the highest among these models. Informer is specially designed with a ProbSparse 
self- attention mechanism, it achieves best performance in this time consumption comparison. As shown 
in the ablation study, the reason for models like LSTM- transformer, FC- LSTM and Informer can coverge in 
fewer iterations is that they are only designed to learn the temporal pattern in crowd flow series. Due to the 

TA B L E  4 Training time complexity and converge epoch comparison between models.

Model
Relative training time  
per epoch (times)

Converge epoch  
(iteration)

Total training time 
(times)

Informer 1 10 10

FC- LSTM 1.23 10 12.38

LSTM- STF 1.28 19 24.40

LSTM- transformer 1.59 8 12.74

DeepIndoorCrowd 2.10 11 23.18

F I G U R E  1 3 Embedding distributions of store's serving types (a) and floors (b).
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deficiency of semantic- temporal fusion, they start overfitting after converging. Compared with them, the 
DeepIndoorCrowd is more stable in gradient descent and can predict more accurately. Moreover, benefitting 
from the multi- term temporal dependencies capturing ability, the DeepIndoorCrowd can converge in fewer 
iterations compared with LSTM- STF which also has fused semantic information. The attention mechanism 
used in the DeepIndoorCrowd can directly capture the relationship between two distant timestamps, so 
the weekly flow pattern could be learned more quickly than others. Therefore, less training time is actually 
required in total.

6  | CONCLUSIONS

In this research, we proposed a novel indoor crowd flow prediction method named DeepIndoorCrowd. It models 
the indoor crowd flow from a semantic- temporal view. A semantic and temporal features fusion module named 
STF was proposed to integrate abundant indoor semantic features with sequential temporal features. With the 
feature fusion module, the model was able to involve the store's attribute and spatial features into prediction to 
learn the crowd flow pattern between stores with similar semantic characteristics. Then we further explored the 
indoor crowd flow data and proposed several typical temporal and semantic features. These features are believed 
to be correlated to indoor crowd flow, so they were expected to enable the model to predict the nonstationary 
dynamic of indoor crowd flow, which is important for an indoor shopping mall on holidays and weekends. Through 
conducting our experiment on a real- world dataset, the DeepIndoorCrowd was compared with other baseline 
methods, our model achieved a great improvement in all three evaluation metrics. Furthermore, we performed an 
ablation study to prove the effectiveness of semantic features and the multi- term temporal dependencies captur-
ing ability of our model. And last, by analyzing the attention weights distribution produced in prediction, the model 
achieves interpretable predictions. We analyzed the weights' distribution of four typical stores and revealed the 
indoor crowd flow pattern for different shops. We found that the prediction of all kinds of stores relies on the 
weekly period pattern to different extents. The most prominent crowd flow pattern of a catering store in a day is 
its peak value, the generation of prediction is mostly based on these moments. While for the clothing store, the 
situation is different, the prediction is mainly based on its weekly pattern. For the entertainment store, caused by 
its usage, the crowd flow varies greatly in different days of the week. Generating its prediction heavily relies on 
the crowd flow of the previous few timestamps of the current day. We also visualized the embedding distribution 
of typical semantic features to explain why those semantic features work. Moreover, through comparing the rela-
tive time consumption in each training epoch and the number of converging epochs needed, we found out that 
even the complexity of our model is higher than others in a single epoch, the fusion of semantic features makes 
the model converge faster, so the total training time actually decreased. The modeling and featuring method we 
proposed is scalable to other indoor occasions. In future work, we are expecting to apply the model to more indoor 
environments.
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